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1. Aims of the thesis

The dissertation examines the cases of Hungarian copular, locative, and existential sentences where

the substantive verb does not (necessarily) have an overt form in the morphologically unmarked

case (i.e. indicative mood, present tense, 3rd person singular). This includes the phenomenon of the

so-called zero copula, as well as those non-nominal sentences where the verbal element van (’be’)

can be optionally omitted (e.g. A kulcs a lábtörlő alatt (van). ’The key (is) under the doormat.’).

While the zero copula is a well-known and described phenomenon in Hungarian lingusistic studies,

the optional omission of van is still rarely mentioned.

The dissertation follows a computational and data-driven approach. It focuses on determining

the aspects and conditions of the optional omission of the substantive verb based on corpus data, and

discusses the challenges of the automatic processing of sentences without an overt verbal element.

2. Methods and data

The dissertation relies on the aspects of corpus linguistics in both its methods and objectives. The

emerge of increasingly diverse and large corpora enables the analysis of previously unimaginable

amounts of text data, which contributes to a better understanding of linguistic theories, or even to

the discovery of new or yet unexplored phenomena. The use of corpora has now become common

in theoretical linguistics (Teubert, 2005), and it is also essential in machine learning-based natural

language processing developments.

There are two main approaches of using text data in corpus linguistics. The corpus-based app-

roach tests pre-existing hypotheses on the data by examining frequencies or distributions, while

the corpus-driven approach has little or none prior assumptions, all conclusions are drawn from

the corpus data (Tognini-Bonelli, 2001). The research presented in the dissertation is largely cha-

racterized by the former approach. The corpus-based experiments of the dissertation examine the

occurrences of zero substantive verbs, the lexical and distributional characteristics of locative and

existential sentences, and the structure (word order variants) of copular sentences, typically based

on existing theories.
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2.1. Corpora

• HGC (Oravecz et al., 2014)

The Hungarian Gigaword Corpus contains 1.04 billion text words from 6 domains and 5

dialects. The texts were processed by a pipeline containing tokenizer, morphological analyzer

and POS-tagger modules. The query interface of the corpus is part of the Sketch Engine

framework.

• Szeged Treebank (Vincze et al., 2010)

The Szeged Treebank is the first manually annotated corpus for Hungarian that includes

dependency annotations. The original Szeged Treebank consists of 82,000 sentences (1.2

million words), which come from 6 different text types. The most important feature of the

corpus from the dissertation’s point of view is that it contains empty verb heads to mark,

among others, zero copulas.

• OPUS OpenSubtitles (Lison és Tiedemann, 2016)

OPUS OpenSubtitles is a parallel corpus of movie subtitles available in 62 languages, con-

taining a total of 22.1 billion words. Novák et al. (2019) created a lemmatized, morphologi-

cally analyzed and word-level matched version of the Hungarian-English part of this corpus,

which consists of 644.5 million tokens of English texts and their Hungarian translations.

This was used for the creation of training data of the zero copula insertion tool described in

Chapter 3.
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3. The structure and main theses of the dissertation

The main focus of the dissertation is the conditions of optional omission of the substantive verb,

based on real linguistic data acquired from corpora. Besides, the dissertation discusses some syn-

tactic features of nominal sentences and presents an experiment to develop an automatic tool that

inserts the zero copula in the input sentence.

Following the introduction, Chapter 2 summarizes the methods and theoretical approaches used

in the dissertation. These include the characteristics of corpus-based and corpus-driven methods,

machine learning, evaluation metrics, and dependency parsing. The chapter also presents the cor-

pora and text processing tools that were used for the research of the dissertation.

Chapter 3 describes the development of an automatic text processing tool that is capable of

recognizing sentences with zero copula and even inserts the zero copula to the correct place in the

sentences. The base of the system is a parallel corpus, where sentences with zero copula contain

a special tag indicating the place of the copula in the target side of the corpus. Using this as

training material, we trained a neural machine translator to insert the zero copula tag into the input

sentences. Although the accuracy of the tool did not turn out high enough for corpus building, the

research has provided several useful insights.

Chapter 4 examines those "zero substantive verbs" in the corpora that do not form a nominal

sentence. The chapter analyses three groups of phenomena in detail. Chapter 4.2 focuses on

sentences of type Ott (van) az ajtó. (’There (is) the door’) and seeks answer to the question of

why the presence of demonstrative elements referring to place (itt, ott, hol ’here, there, where’)

supports the omission of the locative verb van. Chapter 4.3 reveals that the optional omission in

certain sentence types does not limit to van, it can also happen to its negative version, nincs/sincs.

This subsection examines the lexical features of sentences of type (Nincs) semmi gond. (’(There

is) nothing wrong’). Finally, section 4.4 focuses on the omission of the modal auxiliary verb lehet

(’can/may’), i.e. in which cases is it possible to omit the auxiliary from the auxiliary + infinitive

constructions (Innen jól (lehet) látni. ’(You can) see it from here.’).

Chapter 5 deals with some structural (word order) issues of sentences with copula. Chapter

5.1 presents cases where the structure of zero-copula and overt-copula sentences differ from each

other, and therefore omitting the copula results in an incorrect sentence. Chapter 5.2 discusses the
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question of the position of predicative nominals: in which cases are they typically focused and

when is the neutral word order preferred.

Finally, Chapter 6 examines the (auxiliary) verbal features of predicative nominals in the light of

two word order issues (the detachment of preverbs and the position of the -e interrogative particle),

and the adverbial and infinitive arguments of nominals. In the latter case, the chapter also discusses

predicative nominals that are already on the path of becoming auxiliary verbs (kell, muszáj, szabad

’must, have to, may’).

In summary, the main theses of the dissertation are as follows:

1. From an English-Hungarian parallel corpus, I created a Hungarian text corpus in which zero

copulas are marked with a special tag. Using this as training data, my colleagues and I trained

a neural machine translator to insert the zero copula into the input sentence. This zero copula

inserting tool can be useful for computational syntax, as dependency parsing models (e.g.,

Szeged Treebank) often use empty verb heads for the analysis of nominal sentences without

overt copula. The tool we developed achieved an accuracy of nearly 90% on texts from the

same source as the training data. However, when tested on other text types, we obtained

much lower results. This is due to the fact that the texts in the training corpus are limited

to a single genre (movie subtitles) due to the special methodology. In order to improve the

general performance of the zero copula insertion tool the training corpus should be extended

with texts from other domains.

2. I showed through corpus measurements that the phenomenon of zero substantive verb in

Hungarian does not limit to nominal sentences, it also affects other types of substantive verbs

that can be optionally omitted in the third person present tense under certain conditions. A

significant part of these are idioms (e.g. rendben/vége/tele van ’It is all right/over/full’, etc.)

or genre-specific phenomena (e.g. descriptions in fiction). However, some sentence types

containing optionally omitted substantive verbs turned out to be productive, such as sentences

containing a demonstrative element referring to a place (itt/ott/hol ’here/there/where’) or a

negative expression (semmi/sehol ’nothing/nowhere’).

4



3. My data obtained from HGC support the hypothesis that the verb modifier itt/ott (’he-

re/there’) weakens the descriptive content of the modified verb, so that it actually becomes

a (somewhat more specific) synonym of the verb of existence. É. Kiss (2004) If the modifi-

ed verb is the substantive verb (van) itself, then it becomes semantically redundant and its

function reduces to a copula-like inflection-holder. Therefore, if the sentence is in the pre-

sent tense, 3rd person singular (i.e. there is no marked inflection), the substantive verb can

have a zero form. This provides a theoretical explanation for the phenomenon that locative

and existential verbs can optionally be omitted from sentences where they are preceded by a

pronoun referring to a place (itt/ott/hol ’here/there/where’).

4. The negative forms of the verbs of existence (nincs, sincs) can only be omitted from the

sentence if it contains some other expression with a negative meaning (semmi/sehol/se ’noth-

ing/nowhere/neither’). Based on corpus data, I showed that in the case of certain semmi

+ noun expressions, the verbless construction is particularly common, for example: semmi

baj/gond/szükség/ok/kétség (’no problem/trouble/need/doubt’).

5. In certain cases, the auxiliary verb (lehet ’can/may’) can also be omitted from sentences.

Based on corpus frequency studies, I came to the conlcusion that the infinitive construction

implying modality without an auxiliary verb is characteristic for experient subjects and multi-

argument (primarily transitive) verbs, mostly expressing mental or physical perception.

6. Based on corpus data, I showed that the traditional "lexical verb" – "functional element"

distinction does not always explain the omission of the verb van. In some cases, the same

lexical element occurs both with and without a substantive verb. This may be due to part-of-

speech ambiguity (kész, tele, ’ready, full’), or reference to quantity (sok, kevés ’many, few’)

or state (rendben ’fine’). In the case of nominals referring to an environmental situation

(hideg, meleg, sötét ’cold, warm, dark’), the presence of the verb is necessary when there is

no (explicit) subject in the sentence. In the case of késő (’late’), a semantic difference can be

observed between the constructions with and without a verb: the former usually refers to the

time of day, and the latter to a delay.
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7. Regarding the structure of sentences with copula, I proved using questionnaire and corpus-

based methods that nominal predicates, which are usually in verb-modifier position, may be

focused if their meaning can be defined as multi-valued, i.e. they can activate predicates

with alternative meanings. Typical multi-valued predicates are colors, numeral expressions,

and nominal predicates denoting origin, community membership, or occupation. In contrast,

binary-meaning adjectives (which do not have alternative values other than their opposite)

are almost never observable in focus position. This confirms the theory of Rooth (1985) and

Krifka (2008), according to which focusing indicates the presence of relevant alternatives.

8. I demonstrated the (initial) process of grammaticalization of the copula as a verb inflection

with a corpus-driven study of the inflected forms of szabad (’may/can’). Szabad can be found

in three different inflected forms in standard Hungarian (szabadna, szabadott, szabadjon). In

the case of the conditional mood, the inflected form proved to be much more preferred than

the nominal + copula construction, based on the corpus data.
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