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1. The aim and the background of the thesis 

 

This thesis focuses on some central linguistic phenomena related to 

the right edge of the noun phrases in Hungarian which in some ways 

proved to be significant in the parsing process of Hungarian texts. 

The results presented here may be used in the automatic parsing of 

Hungarian, especially in one of the tasks of computational language 

processing, the so-called „NP-chunking” (automatic detection of 

noun phrases in a sentence). 

The computational approach originates from the linguistic studies 

that ground and support the creation of a parser called AnaGramma 

(Prószéky and Indig, 2015; Prószéky et al., 2016). The aim of 

AnaGramma was to model human sentence processing by parsing 

the text word-by-word, from left to right. All the substudies 

presented here were conducted with AnaGramma’s principles in 

mind. The following issues are addressed here: 

– When nothing marks the end of the noun phrase – the cases of 

“suffixlessness” and their role in the parsing process. 

– A problem from inside the noun phrase: noun phrases 

consisting of a proper name and a common noun (like Angela 

Merkel kancellár ’Angela Merkel chancellor’). 

– Marked endings of a noun phrase: 

– Locative case suffixes: categorisation with respect to 

adverbial adjuncts in a sentence. 

– Postpositions in Hungarian: literature review and 

categorisation. 
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2. Data and methods 

 

Each linguistic phenomenon is examined more or less by following 

the process described in the steps below: 

– What does the literature reveal about this phenomenon? (This 

covers a literature review of the topic.)  

– What does the corpus say? (A corpus-driven data collection is 

provided in this section of the chapters.)  

– What can be learned about this phenomenon based on the 

corpus? (This may be the most important part of each 

substudy; here, I analyse the data retrieved from the corpus.)  

– How should the phenomenon be handled in the parsing 

process of AnaGramma? (Finally, if possible, I provide a 

suggestion for an algorithm to parse noun phrases that are 

somehow affected by the phenomenon in question.)  

The Hungarian Gigaword Corpus (HGC, Oravecz et al., 2014) 

proved to be the best choice for most of the tasks. The biggest 

advantage of HGC (besides its respectable size of 1.5 billion tokens) 

is the query interface which allows complex searches on every layer 

of the annotation.  

As the studies presented here all focus on noun phrases, a 

syntactically annotated, or at least shallow parsed corpus is required 

as well. For this purpose, the Szeged Treebank was used (Csendes et 

al., 2005). The 2.0 version has a deep phrase-structured syntactic 

analysis, while the Szeged Dependency Treebank contains a 

dependency annotation for the sentences. 



3 
 

3. The structure and the main theses of the dissertation 

 

The dissertation is divided into 6 chapters: an introduction, four 

chapters expounding the four phenomena listed above, and a 

conclusion. Chapter 1, the introduction, describes the principles of 

AnaGramma and lists the corpora that was used. A section is 

dedicated to the task of NP-chunking and its challenges in 

Hungarian, with a brief enumeration of the algorithms designed to 

tackle this problem so far (Váradi, 2003; Hócza, 2004; Recski – 

Varga 2012; among others).  

Chapter 2 focuses on cases when nothing marks the end of the 

noun phrase – the cases of “suffixlessness” and their role in the 

parsing process. I present an algorithm called nom-or-what that 

specifies the role of the suffixless nominals in the sentence based on 

the information retrieved from a two-token-wide look-ahead parsing 

window. The design of the algorithm required the collection of the 

roles a suffixless nominal may bear in the sentence. The algorithm 

was tested and evaluated on a test corpus comprised of 1 000 

manually annotated sentences with a high precision. I also 

implemented an upgraded version of the algorithm which included 

some rules written to find nominative predicates in the sentence (by 

Andrea Dömötör, see Dömötör, 2018). The main results of this 

chapter are the following: 

– the algorithm itself (nom-or-what). A rule-based method the 

task of which is to disambiguate suffixless nominals. It 

operates with high precision: the algorithm correctly tagged 2 
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112 instances of suffixless nominals reaching a precision of 

92.88% (and a recall of 93.45%, with an F-measure of 

93.16%).  

– I supported that a two-token-wide look-ahead parsing window 

is indeed sufficient in short-range parsing tasks (such as this 

disambiguation; the role of a suffixless token may be 

specified with great certainty based on the two-token-wide 

parsing window). I compared the results of the manual 

tagging that relied on the parsing window to the results of the 

manual tagging that identified the whole sentence and showed 

that the window-based annotation reaches a very high 

precision (98.26%). AnaGramma’s goal was to make 

decisions as precisely as possible so that in any later phase of 

the parsing process no backtracking is needed. These results 

show that the use of a two-token-wide parsing window can 

meet this expectation. 
 

In Chapter 3 I investigate a problem from inside of a noun phrase. I 

highlight a phenomenon not analysed before which looks similar to 

extraposed modifiers but is nevertheless somewhat different; noun 

phrases consisting of a proper name and a common noun (such as 

Angela Merkel kancellár ’Angela Merkel chancellor’). The structure 

is referred to as Extended Named Entity (XNE). I collected similar 

structures from a syntactically annotated corpus to be able to define 

some categories among these phrases. Furthermore, I inspect what 

kind of words may fit in between the two parts of these structures: 

Angela Merkel német kancellár ’Angela Merkel German 
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chancellor’. The main results of this part of my thesis are the 

following:  

– the categorization of XNEs: the six categories into XNEs’ second 

part, the common noun may fit are 1) words like néven ’called’, 

címmel ’titled’ (I referred to them as NÉVEN) 2) geographical 

common nouns, 3) courtesy formulas, 4) occupations, 5) names of 

institutions, 6) brand name – type name pairs.  

– I show that nothing may appear in between the proper name 

and the common noun in XNEs of the first two categories 

(NÉVEN and geographical common nouns). The common 

noun ending of the other four groups, on the other hand, may 

be modified.  

– I distinguish 7 categories of modifiers that may intersect the 

proper name and the common noun in an XNE: 1) the ending 

itself is complex, consisting of more than one word, 2) the 

modifier further specifies the meaning of the common noun, 

3) the modifier defines the place of operation, 4) the modifier 

defines the origin of the given person, 5) the modifier states 

something about the time of the operation of the given XNE, 

6) the modifier specifies the exact time when the operation 

took place, 7) the modifier refers to some additional attribute 

of the given person. 
 

Chapter 4 discusses locative case suffixes; their categorisation with 

respect to adverbial roles in a sentence. In this section I present an 

annotation that would be appropriate when designing a training 

corpus for a Question-Answering system (see Novák et al., 2019). I 
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focus on those elements of the dependency treebank annotated with 

Obl edge that bear one of the case suffixes of the directional triad of 

locative suffixes. I define 28 categories – altogether 50 counting the 

subcategories – into which the words can be sorted. In some cases, 

with some case suffixes, particular words may play a role different 

from the one defined by the default category, the labelling of which 

was also a task. The categorisation presented here provides 

appropriate features in a training corpus to create a QA system. The 

main results of this chapter are the following: 

– the 50 categories into which adverbial adjuncts with a 

locative case suffix fit. These cover 28 adverbial roles in a 

sentence with a well-definable question they may answer.  

– I manually sort 1 097 lemmas into these categories.  

– In addition to the default categories of the lemmas, I further 

specify the behaviour of the lemmas with regard to the nine 

locative case suffixes: I define what additional adverbial role 

the lemma may have with a given suffix (in addition or 

instead of its default role).  
 

In Chapter 5 a detailed, corpus-driven analysis of Hungarian 

postposition-like elements is presented. I collect, compare, and unify 

the diverse categorisation of postpositions in the linguistic literature 

(Kiefer, 1992; Keszler, 2000; É. Kiss 2002; Dékány, 2012). Then I 

examine how six (binary) features characterise these words when 

studied in a corpus. The numerous postposition candidates could be 

arranged based on these features. The main results of this study are 

the following:  
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– I systematise the main linguistic sources’ opinion on 

postpositions. 

– I define six distributional features that are suitable for 

describing the behaviour of postposition candidates. The six 

features have already been mentioned in one or more 

linguistics papers but have not been applied together as a 

feature list.  

– I prove that szemből ’from oppose to’, though it is considered 

a postposition in many papers, is not a postposition at all. Its 

behaviour simply can not be evaluated based on the six 

features because it does not appear in postpositional places in 

the corpus.  

– I outline three main groups of postpositions. The groups can 

be described with their feature vector. The group of typical 

postpositions is the group with a vector 1 1 1 1 1 1, meaning 

that they always strictly follow a caseless noun, they follow 

the wh-word in questions, they can appear with a personal 

pronoun (in which case the agreement marker appears on the 

postposition) and they are copied onto the demonstrative 

when combined with it. Words with a vector 1 * 1 * * * are 

all postpositions in a sense that they always follow the noun 

strictly adjacently (regardless of the case marking it has). The 

vector 1 0 1 * * * represents case assigning postposition 

(always following the noun, adjacently). The group almost 

exclusively comprises postpositions with a clear possessive 

structure taking a noun with the dative suffix. The vector 
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0 0 0 0 0 0 marks the group of less typical postpositions, or 

adverbs: words appearing both before and after their 

complement, which bears a lexical case.  

– With the categorisation of postpositions I refine the categories 

drawn in the literature. Some words that are uniformly 

categorised as typical postpositions in linguistics papers are 

not part of the typical postpositions based on their appearance 

in the corpus. On one hand, they are the postpositions the 

base form of which is homonymous to the one attached to a 

third person singular personal pronoun: elé ’to in front of sg’ 

and ’to in front of him/her’. The results show that 

postpositions with an overt possessive structure form a 

separate group and are closer to typical postpositions 

(1 1 1 1 1 1) than to other words (in contrast to the literature’s 

view, where they are generally a member of a bigger group 

with other case assigning postpositions; or are only 

considered a transitional class, see Keszler, 2000).  

 

The list of interesting phenomena of NPs in Hungarian, of course, 

could be further expanded. I mention some possible research 

questions in each chapter. There are some promising issues at the 

beginning of Hungarian noun phrases as well. Here I focused on 

phenomena influencing the algorithmic detection of the ending of 

NPs. My results can certainly further refine the image of Hungarian 

noun phrases drawn in the linguistic literature. 
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